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ABSTRACT: 

Internet is now a common commodity to every common man. The data is consistently 

on network. Andall the financial transactions are being done online. Hence providing 

Network and Internet security has becomea serious worldwide issue. Cyber terrorism is 

getting increased with time. Apart from this, these cyber attacks are causing severe damages 

to different sectors that include individuals, private and public organizations and 

governments. This provides the need of developing an effective Network Intrusion Detection 

Systems (NIDS) to safeguard these attacks. The performance of any NID System depends on 

the performance of classification algorithm that is employed. The performance of the 

classification algorithm depends on the effectivenessin feature selection. On these grounds, in 

order to develop an effective Network Intrusion Detection System or at least to propose some 

enhancements to the existing Network Intrusion Detection Systems, the basic understanding 

on the methodology and working process of NIDS is required. 

 

In this paper, some new methodologies towards feature selection and effective 

evaluation of classification performance are presented. A rigorous study and analysis of the 

basic concepts in Network Intrusion Detection Systems and fundamental concepts in feature 

selection are also described. In order to analyze and understand the classification process in 

NIDS, the oldest and well known machine learning classification algorithm, which is called 

Support Vector Machine (SVM) is also presented in this paper. The theoretical development 

of SVM and mathematical basis for the classification algorithms are also explained.Two 

major feature selection approaches are analyzed. One is the oldest Recursive Feature 

Elimination (RFE) [4] and other is the latest Recursive Feature addition (RFA) [1]. A new 

Trigram Technique is developed to handle long payload features. Various experiments were 

carried out with different feature selection approaches on the benchmark data set ISCX 2012 

using SVM classification algorithm. A new composite performance evaluation metric, 

DAFAR is introduced. Comparisons are made through the empirical results and some 

problems with the existing system are identified along with important observations and 

proposed few solutions.  

 

Keywords:Network Intrusion Detection System, NIDS, SVM, Feature selection, Intrusion 

Detection, Recursive Feature Elimination, Recursive Feature Addition, ISCX 2012 
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1. Introduction: 

 

  The rise of Internet has dramatically affected the entire scenario of the whole world. 

The users of internet are exponentially growing. Today, internet has become a part of one‟s 

daily life. From ticket booking to millions of banking transactions, internet is required. The 

dependency on internet is increasing day by day from every field in all disciplines. Internet 

brought a paradigm shift in the communication world. However, this growth is not without 

risks and caused the Internet a target for many types of threats. 

 

  There are thousands of cyber crimes being reported every year all over the world. 

The estimated worldwide of total data lost to cybercrimes range from hundreds of Billions to 

over one Trillion Dollars and in the last 12 months 77% of businesses reported a data breach. 

The worst part is that 63 percent of businesses don‟t have a grown-up system to track their 

sensitive data [7]. Studies by IBM Security and Ponemon Institute [8] in 2017 on 419 

companies in 13 countries conclude that the average total cost of data contravene is $3.62 

million and $141 is the average cost per lost or stolen records. The below figure 1 gives even 

more clear picture. 

 

 

Figure 1: The average number of breached records by country or region 

 

  Figure 1 reports the average size of data breaches for organizations in these countries. 

On average, organizations in India (ID), the Middle East (ME) and the United States (US) 

had the largest average number of breached records. Australia (AU), South Africa (SA) and 

Italy (IT) stands on smaller average number of breached records. 
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It is important to note that 9 of 13 countries demonstrated an increase in the probability of 

data breach. India was on the largest increase rate at 8.7 %, followed by France at 4.2 %. 

Figure 2 presents the average cost per data breach over four years and comparing that with 

FY 2017. 

 

 

 

Figure 2: The 2017 cost per data breach compared to the four-year average measured in US $ 

 

  This gives the motivation to think of a solution for this very challenging problem of 

providing security to the data on the network. The work in this paper is presented as follows: 

Section 2 provides some of the basics concepts of NID systems and a detailed theoretical 

development of Support Vector Machine is explained. The mathematical formulation for 

classification problem with respect to SVM is elaborated in this paper. Section 3 deals with 

the challenges in feature selection, Trigram, a new technique to handle long payload features 

is presented. Two feature selection algorithms RFE and RFA are explored. Section 4 

presents the application of Support Vector Machine (SVM) on different datasets from ISCX 

2012. A new composite performance evaluation metric, called DAFAR is presented in 

Section 5. Later in Section 6, various comparative results of the proposed techniques are 

presented. Finally this paper ends with conclusions and future scope in Section 7.  

 

2. Network Intrusion Detection System (NIDS) 

 

  As a consequence of the aforesaid damages of intrusions on the Internet, exploring an 

efficient countermeasure is really a necessity to protect Internet users against these 

intrusions. The development of these attacks has fascinated many researchers around the 
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sphere to investigate and try a solution for these problems. Therefore, the efforts of network 

security research community from different parts of the world have resulted in a 

countermeasure called an Intrusion Detection System (IDS). The IDS is accountable for 

detecting offensive activities on a system (computer or network) and should raise an alarm in 

the case of detecting an intrusion. IDSs can be categorized into two types according to their 

place of operation: Host based IDS and Network based IDS (NIDS). 

 

(a) A Host-based IDS (HIDS) resides in a host computer, where it monitors and 

analyzes log entries for particular information. Its operation requires periodically looking for 

new log entries and comparing them with pre-defined rules. An alarm should be raised if by 

HIDS if it finds a match between a log entry and a rule. Some latest versions of HIDS 

examine all the system calls to look for certain attack signatures. An action will be initiated 

by the HIDS, in case a match is found between a system call and any of the signatures [9] 

 

(b) A Network based IDS (NIDS), on the other hand, involves monitoring all the traffic 

passing through a network card to and from the network. The NIDS then examines the traffic 

according to a set of rules and attack signatures, Internet Protocol (IP) and transport layer 

headers of packets, and even the content of such packets to determine if the traffic contains 

an intrusion. If it finds one, then an alarm is blown.  

 

  In the present work, focus is on NIDS to find out the detection of any intrusion. With 

this basic information on NIDS, the following section presents the theoretical development 

of Support Vector Machine.  

 

2.1 Support Vector Machine (SVM): 

 

The basicsof Support Vector Machines (SVMs) were established by Vapnik (1198), 

Burges (1998), [27], based on statistical learning theory, to solve the classification problem. 

Due to promising empirical performance and many attractive features,it is gaining alot of 

popularity. In this section, the theoretical development and mathematical formulation is 

presented 

 

2.1.1 Linear SVM: 

 

Linear SVM is based on the concept of linearly separabilityor hyperplane classifier. 

Suppose we have N training data points       NN yxyxyx ,,...,,,, 2211 where d

i Rx   and

 1iy . One would like to learn a linear separating hyperplane classifier: 
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f(x) = sgn (w.x – b).      (1) 

 

Additionally, this study wants this hyperplane to have the max.unraveling margin 

with respect to the two classes. Specifically, this study wants to locatethis hyperplane

0.:  bxwyH  and two hyperplanes parallel to it and with equal spaces to it, 

 

1.:1  bxwyH ,  

1.:2  bxwyH       (2) 

 

There should be no data points between 1H and 2H , and the distance between 1H and 

2H should be as maximum as possible. 

 

The coefficients vector w always be “normalized” so that the separating plane H and 

the corresponding 1H and 2H  in equation (2). Hence 1H will be 1.  bxwy and 2H will 

be 1.  bxwy  

 

 Here the goal is to maximize the distance between 1H and 2H .So that there will be 

some positive points on 1H and some negative points on 2H . These points are called support 

vectors as they are the only ones participating in the definition of the separating hyper plane, 

and other points can be removed and / or moved around as long as they do not intersect the 

planes  1H and 2H  

 

Recall that in 2-Dimentional, the distance from a point  00 , yx to a line

0 CByAx is  

22

00

BA

CByAx




.       (3) 

 

In the same way, the distance of one point on 1H to 0.:  bxwyH is  

 

  
ww

bxw 1.



,     (4) 
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Andobviously the distance between 1H and 2H is  

w

2
.         (5) 

 

So, to maximize the distance, one should minimize www T and there should be no data 

points between 1H and 2H : 

 

.1,1.

,1,1.





i

i

yexamplesnegativeforbxw

yexamplespositiveforbxw

  (6) 

 

These two conditions can be united into 

 

    1. bxwyi        (7) 

 

So this problem can be written as  

 

wwT

bw 2

1
min

,
subject to   1. bxwyi .   (8) 

 

which is a convex and quadratic programming problem (in w,b), in a convex set. 

 

By taking the Lagrange multipliers 0,...,, 21 N , the following Lagrangian can be 

obtained: 

 

    



N

i

ii

N

i

ii

T bxwywwbwL
11

.
2

1
,,    (9)
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2.1.2 The Dual Problem: 

 

Maximize ),,( bwL with respect to  , subject to the restrictions that the gradient of  

),,( bwL with respect to w and b vanish: 

 

0




w

L
        (10) 

 

0




b

L
        (11) 

 

And that 

0  

 

From equations 10 and 11, we have 

i

N

i

ii xyw 



1

 ,       (12) 

 

0
1




N

i

ii y
       (13)

 

 

Substitute them into ),,( bwL , we have 

 

jij

ji

iji

N

i

iD xxyyL .
2

1

,1

 


 ,     (14) 

 

in which the primal variables are eliminated. 

 

When we solve i , we can get  

 

 


N

i iii xyw
1
 ,      (15) 
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and we can classify a new object x with  

 

  






































 



bxxybxxybxwxf i

N

i

iii

N

i

ii .sgn.sgn).sgn()(
11

   (16) 

 

It is to be notedthat in the objective function and the solution, the training vectors xi 

occur only in the form of a dot product. 

 

2.1.3 NON - LINEAR SVM: 

 

The data points can be transformed to another high dimensional space so that the data 

points will be linearly separable. Let the transformation be  . . At the high dimensional 

space, it can be solved as 

 

   ji

ji

jiji

N

i

iD xxyyL  


.
2

1

,1



   (17)

 

 

Suppose, in addition,     ).,(. jiji xxkxx  this means, the dot product in the high 

dimensional space is equal to kernel function of input space. Until thekernel function 

),( ji xxk is equal to the dot product of the high dimensional space, one need not be explicit 

about the transformation  . . There are various kernel functions that may be utilizedin this 

manner, for instance, the radial basis function, which is also known as Gaussian kernel 

 

22
2

),(
ji xx

ji exxK



     (18) 

 

The Mercer‟s condition may be used to determine if a function can be used as a kernel 

function: 

 

There exists a mapping  and an expansion 

 

   
i

i

i yxyxK ),( ,     (19) 
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if and only if, for any g(x) such that 

 

dxxg
2)( is finite.  

Then 0)()(),(  dydxygxgyxK
    (20) 

 

2.1.4 IMPERFECT SEPARATION: 

 

The next step to extend SVM is to allow for imperfect separation or noise. That is, it 

is not firmly imposed that there may be no data points in between 1H and 2H , but certainly 

reprimand the data points that cross the boundaries. The penalty C will be finite.  

 

now non negative slack variables 0i , be introduced so that 

 

.1,1.

,1,1.





ii

ii

yforbxw

yforbxw





    (21)

 

ii  ,0  

 

and add it to the objective function, which is a penalizing term: 

 

m

i

i

T

bw
Cwwimize 








 

 2

1
min

,,

     (22) 

 

where m is set to 1 in general, which gives  

 

 mN

i i

T

bw
Cwwimize

i

 


1,, 2

1
min 

     
(23)

 

 

subject to 
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 
Ni

Nibxwy

i

ii

T

i





1,0

1,01





    (24) 

 

Introducing Lagrange multipliers ,, the Lagrangian is 

 

     



N

i

iiii

T

i

N

i

i

N

i

i

T

i bxwyCwwbwL
111

1
2

1
,;,, 

 

 

  





















N

i

i

N

i

ii

N

i

T

iii

N

i

iii

T byxyCww
11112

1
  (25) 

 

Neither the i ‟s , nor their Lagrange multipliers, appear in the dual problem: 

 

ji

ji

jiji

N

i

iD xxyyLimize .
2

1
max

,1

 





 

 

Subject to Ci  0 , 0
i

ii y .    (26) 

 

Now the i is bounded above by C instead of  . This is the only difference from perfectly 

separating case 

 

The solution isyet again given by 



N

i

iii xyw
1

      (27) 

 

 

In order to train the Support Vector Machine (SVM), one may look through the 

feasible region of the dual problem and thus maximize the objective function. The optimal 

solution can be checked using KKT conditions. 
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2.1.5 THE KKT CONDITIONS: 

 

The Karush–Kuhn–Tucker, also called as the Kuhn–Tucker conditions (KKT) 

optimality conditions of the primal problem are, the gradient of  ,,,bwL  with respect to 

,,bw vanishes, and that for Ni 1 , 

 

   01  ii

T

ii bxwy       (28) 

 

0ii        (29) 

 

Now there are three cases left to consideron the basis of i  value, 

 

1. If 0i , then 0 CC ii  . From equation (29), 0i . 

So we have   01bxwy i

T

i  
 

2. If Ci 0 , from equation (28), we have   01 ii

T

i bxwy    (30) 

 

Note that 0 CC ii  , so 0i .  

 

Then (5) becomes   01bxwy i

T

i  
 

3. If Ci  , then from equation (28), we have   01 ii

T

i bxwy   (31) 

 

Note that 0 ii C  , we have 0i .  

 

So    01bxwy i

T

i  

 

The quantity   1bxwy i

T

i can be computed as  

 

    iiii

T

iii

T

ii EyybxwyybxwyR 
2

 
 

where iiii

T

i yuybxwE  is the prediction error. 

 

Finally it can be concluded that the KKT condition implies 
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00  ii R  

00  ii RC  

0 ii RC  

 

The KKT condition is violated in the following two cases, 

 

1. 0 ii RandC  

2. 00  ii Rand  

 

2.1.6 CHECKING KKT CONDITIONS WITHOUT UING THRESHOLD b: 

 

Check the KKT condition without using threshold b, because the dual problem cannot 

solve for the threshold b directly. 

 

The quantity   1bxwy i

T

i
(which should be iallfor0 when the KKT condition is 

fulfilled) becomes as  

 

    2
1 ii

T

ii

T

i ybxwybxwy 
 

 byxwy ii

T

i 
 

 bFy ii   

 

where
ii

T

i yxwF   

Note for bFE ii  we have jiji FFEE 
     (32) 

 

This notation is useful because the KKT conditions 

  00  bFy iii  

  00  bFyC iii  

  
  0 bFyC iii      (33) 

 

Can be written as 

bFIUIUIi i  210  
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bFIUIUIi i  430      (34) 

 

Where 

 

 CiI i  0:0  

 0,1:1  iiyiI   

 CyiI ii  ,1:2  

 CyiI ii  ,1:3  

 0,1:4  iiyiI   

 

So that 210 IUIUIi and 430 IUIUIj , we should have ji FF  , if KKT 

condition is satisfied. 

 

In order to check whether this condition holds or not, define 

 

 210:min IUIUIiFb iup   

 430:min IUIUIiFb ilow 
    (35) 

 

The KKT condition implies lowup bb  , and similarly lowi bFIUIUIi  ,210 and 

upi bFIUIUIi  ,430  

 

Finally the comparisons without using the threshold b are got. 

 

3. Feature Selection & It’s importance in classification problem: 

 

  One of the main problems of the NIDS is the enormous amount of data collected from 

the network that needs to be analyzed and tested for any potential intrusion [9], [10]. 

Therefore, in order to deal with this huge amount of data, it requires a system that can 

identify which features in the given dataset are useful or relevant, which features are useless 

or irrelevant. The system should be capable of identifying new threats quickly when such 
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threats are introduced. The task of selecting the subset of relevant features from the total set 

of relevant and irrelevant feature is called „Feature Selection‟   

 

  The area of feature selection has attained huge attention by the researchers in 

machine learning over the last decade [11]. It can be perceived that from the literature, in so 

many machine learning and pattern recognition applications, the range of features are 

growing exponentially. It is quite obvious to mention that such huge amount of features 

contain many irrelevant features that eventually show effect on application performance. On 

these grounds researchers have been exploring various techniques in order to remove or at 

least reduce these irrelevant features to protect the system from negative effect.[12]. At the 

same time the features that are relevant and useful in the given task must be remained.  

 

 The main objective of the feature selection is to find out and select the optimal or 

best subset of features from the set of features. Even with this subset of features the classifier 

should be able to provide good prediction results [12], [13]. Based on the predefined 

constraints or criteria, Feature selection depends on a good search algorithm to find one or 

more usefulsubsets of features. This process can be presentedas follows: 

 

 Suppose if  nFFFF ,...,, 21  be the entire set of features; then

      mFFFS  ,...,, 21 ,(S⊆F) is a subset of features that is selected from the entire set, 

where m<n. The main aim of this subset selection is to select some features, which should 

form the most useful and informative subset ( FSoptimal  ) that could able to represent the 

actual data according to some criterion [14].  

 

 However, the original set of features may contain some irrelevant features. According 

to John, Kohavi, & Pfleger [15], a feature Fi is considered relevant if and only if

  )(/ yYpfFyYp ii  where Y is the label, or output.  

 

 According to this definition, feature iF  is relevant if its value can change the 

prediction for Y. To make it simple, „Y is conditionally dependent of iF ‟ 

 

The task of feature selection is very challenging. This task includes the selection of only 

useful features that are relevant to the prediction task [16]. If the total number of features are 

N then the number of feature subsets will be 2
N
. Once this „N‟ gets larger, then exponential 

number of possible subsets will be generated. In such case comparing all these feature 

subsets to find out the best subset is the real challenge, especially when N>20.  So it is very 
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essential to find a good subset of features. As mentioned already, the feature election is made 

according to the feature relevance based on some evaluation criterion [6].  

 

Actually, each feature has two possibilities: either IN (Selected) or OUT (Not selected). 

Therefore, the feature selection algorithm should select the best subset (IN) from the 2
N 

possible feature subsets. The ultimate goal is that this selected feature subset should give the 

best classification performance. A very important point at this juncture is, if the number 

features gets more and more, the problem becomes Non deterministic polynomial time hard 

(NP-Hard problem)   

 

For any classifier, the classification task becomes harder if number of features is more. 

When the number of feature is more, there is every possibility of the presence of irrelevant 

features. These irrelevant features lead to the scenario of overfitting and confuse the 

classifier during the classification process. Overfitting is a phenomenon where the classifier 

predicts well on the training dataset and gives poor prediction on the testing data [17].    

 

This typically occurs when there are many parameters in the model that the system is 

able to learn the data, rather than the trends in the data. This is especially common when 

there are many parameters in the system compared to the numbers of training examples or 

instances. Indeed, the number of parameters in the classifier is typically a function of the 

number of features.  

 

There are many advantages of feature selection, one is that it helps in getting more 

understandingon the useful features and provides more insight on what the classifier does 

[18] ; [19]; [20]. Feature selection also helps in avoiding dimensionality problem that might 

arise due to too many features [21]; [12]. This dimensionality problem (having too many 

features) creates a phenomenon that extremely degrades the performance of various 

algorithms such as: classification, clustering, searching, and other in major operations used 

by applications of data mining applied on high dimensional data [22].  

 

Apart from protecting from this huge problem of dimensionality that raises due to too 

many features in the dataset, feature selection is also very helpful in reducing the 

computational complexity and also helps in reducing the unnecessary cost of learning with 

those irrelevant features. It also provides good insight to understand the nature of the given 

problem [20]  

 

Therefore it may be concluded that feature selection is one of the most important steps in 

any classification algorithms. It is observed that some feature selection methods are still 
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failing with the overfitting phenomena and failing to give accurate results, which is as good 

as classification without feature selection.   

 

At this juncture, it is very important to make a mention here that there is every possibility 

of poor classification results even after the feature selection. Sometimes the selected subset 

of features produces poor performance than the performance that is obtained without any 

feature selection. This is possible, especially in the case where all the features are useful and 

required for the task. Classifier also gives poor result in the case of selection of irrelevant 

feature subset to given problem. So selection of feature selection algorithm is very crucial.  

 

In the present work two classification algorithms (RFE & RFA) were implemented to get 

relieved from the aforementioned problems. Implementation and results obtained through 

these algorithms are presented in the further sections.       

 

3.1 Connection between Intrusion Detection and Feature Selection  

 

  It is very important to understand the useful connection that was identified by the 

researchers between Feature Selection and Intrusion Detection. One side, while the 

1dimensional problem is converted into data set and on the other side machine learning 

algorithms are used with the intrusion detection problem, researchers established a useful 

connection between Feature Selection and Intrusion Detection.    

 

  Therefore, Intrusion Detection Problem is considered as a classification problem, 

which should be able to give a clear distinction between a normal connections and intrusions 

[23]. The performance of the classification process depends heavily on the features selection 

process. As already described in the previous section, the goal of feature selection algorithm 

is to remove the redundant and irrelevant features and consider only the useful and relevant 

features.  

 

  The classification algorithms gives very poor results if there are too many irrelevant 

features because the classifier will get confused with those many unnecessary features and 

starts giving wrong predictions. So it is very important to employ a good feature selection 

algorithm to improve the classification performance. That is the reason feature selection has 

become a part in NID systems especially while using machine learning algorithms for 

classification task.  

 

  A good feature selection process improves the Detection Rate (DR) and Accuracy 

(ACC) and decreases the False Alarm Rate (FAR). On the other side if there is no proper 
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feature selection before classification, False Alarm Rate will be increased and Detection Rate 

and Accuracy will obviously get down. Hence the goal of feature selection with NIDS is to 

improve the Detection Accuracy by eliminating the irrelevant and repeated features 

(redundant features) from the actual data. As a result of applying feature selection on the 

entire dataset only a few set of features that consists only a subset of actual original features 

will be picked [24]. This is the reason feature selection has become an important pre 

processing step in many machine learning applications.  As stated before, a data set that 

comprises of many features and few examples might lead to overfitting.  

 

  Usually, tracing new attacks on the Internet may reveal only few instances / 

examples. However, from those few examples, many features can be pulled out from the 

network traffic. Such attacks are certainly devastating to the networks and to the underlying 

systems. Therefore, it has become a necessity to find a solution for this problem.  

 

  In addition to this data set that was collected might contain some interdependent 

features that look no good but work very well when they are combined together. Therefore, 

the motivation of this work is to study few feature selection methods that can detect both 

independent and interdependent features out of a large set of features. These potential 

features are useful in intrusion detection to detect any novel threats that might compromise 

the Internet and its users because of the availability of limited number of examples. In other 

words the core classifier of intrusion detection need not deal with the entire set of features 

rather the classifier deals only with the subset of the total feature set. Application of feature 

selection with IDS can be done on the benchmark dataset or feature selection can be done 

from data that is on the network traffic. In the present work authors used the benchmark 

dataset ISCX 2012.     

 

 

 

 

 

 

 

 

Figure 3: Four key-steps of feature selection 
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3.2  A New Trigram Technique - Handling Long Payload Features  

 

In the previous sections, the need and importance of feature selection are elaborated. 

In the feature selection process, one of the major challenges is „handling long payload 

features‟. Many of the machine learning algorithms cannot process such a long payload 

features. Because of this challenge, even some NID Systems are avoiding long payload 

features completely.  

 

Network Intrusion Detection Systems operate on the real time network traffic, where 

having long payload features is a common phenomenon. Along with the length of the 

payload, these payloads are of different data types. This makes any machine learning 

classification algorithms highly difficult to deal with such long payload features  

 

Due to the inability of handling these long payloads, avoiding them completely is not 

a good choice because many of the times, these long payloads carry important and sensitive 

information. Hence there should be a solution to this problem of handling long payload 

features. 

Authors in [1] proposed a Bigram technique as a solution to this problem of dealing 

with long payload features during feature selection. Actually in the literature one might find 

the application of Bigram technique as an established technique in Deep Packet Inspection 

(DIP). This technique is studied over the decades [28]. The application of Bigram Technique 

in this context is proved to be useful as per the results presented in [1] but it certainly 

increases the computational overhead because of too many features that are generated.   

 

However, in this work, a Trigram technique for the purpose of handling these long 

payload features is presented. In the literature, there is no work available on the usage of 

Trigram technique; hence the authors have made an attempt to apply Trigram techniques in 

the task of handling long payload features during feature selection process. Unlike taking two 

adjacent words in Bigram from a feature, in Trigram three adjacent words are taken. The 

following section demonstrates the generation of Trigrams from a feature.  

 

3.2.1 Generation of Trigrams:  

 

Here, the three payload features ABC2ZvL, FueXljc, 2ZveXl are taken as example. Just for 

explanation these features are taken, readers are informed not to get confused with the length 

as these payloads as they are not long payloads.  The resulted Trigrams look as follows: 
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ABC | BC2 | C2Z | 2Zv | ZvL | Fue | ueX | eXl | Xlj | ljc | Zve | veX . The Trigrams that are 

repeated are excluded from this list. Table 1 gives better picture of the resulted Trigram 

features. 

Table 1: Trigram representation for the three payload features in the example 

Original payload ABC BC2 C2Z 2Zv ZvL Fue ueX eXl Xlj ljc Zve veX 

ABC2ZvL 1 1 1 1 1 0 0 0 0 0 0 0 

FueXljc 0 0 0 0 0 1 1 1 1 1 0 0 

2ZveXl 0 0 0 1 0 0 0 1 0 0 1 1 

 

 

Table 1 shows the encoded Trigram features from the given three payloads. The 

header of the table is the standard feature vector for the total payload features in the given 

example. The first row represents the first payload feature; second row corresponds to the 

second payload feature and so on.  

 

The very first step while handling these long payload features during feature selection 

process is construction of dictionary. So a dictionary is built with all the Trigrams in it, which 

generates a feature vector. The construction of Trigram Dictionary is elaborated with 

examples and various results in [31] by the authors of this work. 

 

The feature selection process while handling long payload feature is depicted in figure 

4. First the long payload features are given as input then a dictionary is built. Using the 

dictionary Feature Vectors are built. The system selects these feature vectors that are created 

out of the long payload features. 

 

 

 

 

 

 

 

 

As mentioned earlier, the algorithm for Trigram Dictionary construction can be found in [31] 

 

Once the Trigram dictionary is built, that can be used by any feature selection algorithms 

even more efficiently. Feature selection algorithms perform well with Trigrams rather with 

long payload features.  The algorithm of Feature Vector Extraction for these long Payload 

Features with Trigrams is presented in [31] by the authors. Now any machine learning 

Figure 4: Feature extraction process for ISCX data set using Trigram technique 
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classification algorithms can use the generated trigrams to effectively classify. In the present 

work Support Vector Machine is used for classification and various experiments are 

conducted. Some results are presented at the end of this chapter. 

 

Even though some Java codes were written for these methodologies to experiment and in 

many other experiments of the present work WEKA GUI v3.8 has been used [29].  

 

Once this preprocessing task is done, the data set should be prepared for feature selection. 

For this purpose a pre ranking of features using the well known Correlation Based Feature 

Selection (CFS) is done. CFS is a fast feature selection algorithm that has been widely used 

in the literature [30]. This pre ranking step is very important because even though the features 

are reduced, still one has to make sure that these reduced features are still relevant and useful.  

 

By using this method, it is easy to rank the features to perform controlled experiments 

through manipulating relevant features and irrelevant features [30]. As it is one of the old 

procedures, the explanation of the same is omitted here. The detailed description and more 

results of comparisons of Trigram with Bigram Techniques were given by the authors in [31]  

 

3.3 Analysis of Recursive Feature Elimination (RFE) & Recursive 

Feature Addition (RFA) 

 

In the year 2002, Guyon, I., Weston, J., Barnhill [4] had presented a new approach of 

gene selection with Support Vector Machine using a new feature Selection Method, called 

Recursive Feature Elimination (RFE).  In the year 2007, Chen & Jeong [3] identified a 

tendency of RFE as it removes some interdependent features. That means RFE has the 

tendency of removing some feature that might look useless individually but they work 

effectively with the combination of other features. 

 

This gave the motivation to one of the recent works of Tarfa Hamed, Rozita Dara, 

Stefan C. Kremer to propose and experiment a new feature selection, called „Recursive 

Feature Addition [1]. 

 

For analyzing the performance and to investigate the effectiveness of RFE and RFA, 

some synthetic data sets were designed in such a way that some features work well in 

combination and applied such datasets on RFE to solve it. The pliability of RFE has been 

checked to noisy and irrelevant features and has been tested its ability to find interdependent 

features using a majority problem. But it is observed that RFE algorithm fails to identify the 

interdependent features. RFE algorithm focuses more on selecting individual features, 

whereas RFA performed little better than RFE in this scenario of selecting interdependent 

features. The two algorithms, RFE and RFA are presented below. 
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________________________________________________________________________ 

Algorithm 1: Recursive Feature Elimination Algorithm [4] 

 

1. Give Input Training set Ts , Train the model on the Ts using all predictors 

2. Take the actual or Original Feature set F 

3. Calculate the model performance Pm on Ts 

4. Calculate rankings to assign variable importance 

5. Let Si be a subset of feature set „F‟, for each subset size Si,  

6. While  i <= S do 

7. Keep the Si most important variables 

8. Pre-process the data [Optional] 

9. Train the model on the training set using  Si  predictors 

10. Calculate model performance 

11. Recalculate the rankings for each predictor [Optional] 

12. Endwhile 

13. Calculate the performance profile over the Si 

14. Determine the appropriate number of predictors 

15. Use the model corresponding to the optimal Si 

 

________________________________________________________________________ 

Algorithm 2: Recursive Feature Addition (RFA) [1] 

 

1.   Give input  ,DatasetD   setfeatureactualF  ,  featuresofNoN .  

2.   EmptyS   („S‟ consists the ranked feature set) 

3.         1i  

4.         while Ni   do 

4.       Train Support Vector Machine‟s classifier 

5.       Get the resulted vector,  alpha vector 

6.       Get the resulted support vectors X  support vectors 

8.   Calculate the ranking coefficients for the remaining features 

9.   Add the feature „f’ that has the maximum ranking coefficient to the set S, fSS   

10.  Remove feature f from actual features set F, fFF   

11.       1 ii  

12.       Endwhile 

13.      Output:  Get the Ranked features set S. 
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In the present work, the above two feature selection algorithms are empirically 

studied. The benchmark ISCX 2012 datasets are used for conducting various experiments in 

this study. Both the algorithms are exposed to various synthetic and real datasets with 

extreme conditions to test the efficacy of both the algorithms. SVM is used for the 

classification purpose for both the feature selection algorithms. Below section presents the 

SVM as classifier.  

 

4.  Using SVM as a Classifier in the Present work: 

  In section 3, the theoretical development and mathematical formulation have been 

presented. This section deals with the application of SVM in the present work. The 

mathematical notations in this section will slightly vary with the notations in the previous 

section, the intentionis to present the concept with more clarity in its application.  

 

  In the present work, the Support Vector Machine (SVM) has been extensively used in 

solving machine learning problems due to its accurate classification results. This classifier 

finds the maximum margin between training examples and the decision boundary [17]. The 

decision boundary of a SVM classifier is illustrated in Figure 2. 

 

  SVM is used by various researchers over the decades in regression, classification and 

other machine learning tasks [5]. The winner in ICML 2013 in the facial expression challenge 

used the primal objective of a SVM as the loss function for training [25]. In the following 

sections, Support Vector Machine (SVM) is presented in the context of present work. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Decision boundary and margin of SVM classifier 
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  Given training examples liRx n

i ,...,1,  that belong to two classes, and a 

class label vector 
lRy such that  1,1iy , according to Boser et al. [17], Support Vector 

Classification (C_SVC) can solve this optimization problem: 
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Subject to 
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where (xi) projects xiinto a higher dimensional space, C > 0 is used as a regularization 

parameter. Since the vector variable w can be of high dimensionality, the dual problem is 

solved as follows: 
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Subject to 

 

  liCy i

T ,...,1,0,0    

 

Where  Te 1...,,1 is a vector of all ones and Q is an lXl positive matrix, 

),( jijiij xxKyyQ  , and    j

T

iji xxxxK ),( is the kernel function. 

 

 Once the above problem is solved, the primal –the dual relationship may be used to 

find the optimal   which satisfies: 
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Then the decision function will be: 
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The SVM classifier is trained according to below procedure: 

 

5. Procedure SVM_train (Training examples {x1, x2,…, xl} , class labels {y1, y2,…,yl}) 

6. Minimize over k : 
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7. Outputs:  Parameters k  

 

Where kh yx . denotes the scalar product, ky corresponds tothe class label as a binary value of  

+1 (or) -1, the summations are applied on all training examples kx  which are feature vectors 

with n-dimensions each, hk  is the Kronecker symbol ( hk  = 1 if h = k otherwise hk = 0), 

and  and C are positive constants. In general, the decision function of an input vector x 

using SVMs is: 

 

D(x) = w.x + b (41) 

 

with  k kkk xy and  kk xyb .  where   is the weight vector which consists of a 

linear set of training examples. The training examples that have non-zero weights are 

considered as support vectors [17]. In addition, using an SVM classifier in the process of 

feature selection is a good idea due to the great classification performance of this classifier 

and due to the ubiquitous use of SVMs in a wide range of application domains and problems 

[25]; [26].  

 

4.1   ISCX 2012 data set: 

 

The Information Security Centre of Excellence (ISCX) at the University of New 

Brunswick generated the ISCX 2012 data set in 2012 [2]). The data set of ISCX involves 

actual traces that were examined to generate profiles for agents that produce real traffic for 

HTTP, FTP, SMTP, SSH, POP3 and IMAP.  
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This Dataset consists of many features such as number of bytes, which are send or 

received. Apart from these relevant features, the data set, which was generated includes 

various feature like full packet payloads, etc., For about seven days this complete dataset has 

been recorded. There are twenty features and a total of one million network trace packets in 

this dataset. Every data example is labeled as either of the two classes; attack or normal. 

 

Due to its labeled connections, multiple attack scenarios and realistic traffic,the ISCX 

data set has obtained the security community‟s attention and considered as a benchmark data 

set for the research purpose of intrusion detection. The ISCX data set is superior to other 

datasets that are openly available because these data sets were designed to defeatthe technical 

limitations of other data sets that were also created for Intrusion Detection purposes. The 

ISCX dataset was prepared through network traces by capturing contemporary genuineand 

intrusive network patterns and behaviors. 

  

5.  Composite Performance Evaluation Metric: 

 

Researchers have been contributing various solutions towards addressing this 

problem. Network Intrusion Detection Systems (NIDS) is one of the better solutions against 

these cyber crimes and network attacks. At this juncture it is important to note that there 

should be an effective metric to evaluate the performance of these Network Intrusion 

Detection Systems. 

 

In the literature there are number of primitive metrics are available, that include 

accuracy, F- Measure, Detection Rate and so on. But it is unfortunate to note that in spite of 

decades of research in the area of NIDS, there is no benchmark performance evaluation 

metric is available in the literature. While researchers are coming up with new approaches of 

classification, it is important to have an established metric to evaluate the performance 

classification to determine the efficiency of NID Systems. 

 

In this present research investigation, a new Composite Performance Metric, which is 

called „DAFAR‟ is proposed by the authors to evaluate the performance of different 

classifiers in Network Intrusion Detection Systems. 

Recently A new combined metric has been proposed in [1], which is called „combined‟. The 

formula has been developed by incorporating three metrics together (Accuracy, Detection 

rate, and FAR) 
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    (42) 

 

In this formula, equal weights to all the three metrics (accuracy, detection rate and 

false alarm rate) are given. The authors explained with different example scenarios in [1] 

thatthis formula directs to determine the performance when there are cases of equal accuracy 

and equal False Alarm Rate. This looks like a balanced way of measuring the performance of 

certain applications. But it might not work well with the other applications. The major loop 

hole with this combined metric is discussed in the further sections of this paper. It is 

preferable to have an evaluation metric / measure that works for if not for all but for the 

majority of the applications. 

 

After many experiments on the benchmark data set and after observing the results 

under large number of scenarios, the composite performance metric is proposed as presented 

in equation (43). This proposed Metric is named as “DAFAR”. 

 

 

           (43) 

„DAFAR‟, stands for D-Detection, A-Accuracy, and FAR-False Alarm Rate. fM   is 

the multiplication factor. It can be noted from the equation (43) that more weight is given to 

Detection Rate over other two primitive metrics. It is quite simple to understand that in any 

NIDS, detecting an intrusion is the key factor because the very objective of the NIDS is to 

detect an intrusion. The proposed „DAFAR‟ is observed to be very effective in evaluating the 

performance of various classifiers over different scenarios.  

 

After many experiments on the benchmark datasets, the value of the multiplication 

factor fM  is set to „2‟. The proposed DAFAR approach gives better results when the value 

of fM  is 2. The value of DAFAR is always a positive real number between 0 to 1.5 and in 

most of the cases, the value lies between 0 to 1 except in exceptional scenarios.  

 

Experimental results proved that the proposed DAFAR Metric gives clear direction on 

the performance of Network Intrusion Detection System (NIDS) over other ID systems. 

Authors in [1] considered an example, where a data set of 200 instances are taken and split 

into 100 normal instances and 100 attack instances, then discussed three different scenarios 

that have the same accuracy of 50%. 

 

The confusion matrixes are taken as below three scenarios: 
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Scenario 1: 

 

 

Scenario 2: 

 

 

Scenario 3: 

 

 

For all the three different confusion matrices that are considered, the primitive and combined 

performance metrics‟ values were calculated [1] as per the Equation (42) as shown in Table 2 

 

Table 2: Performance metrics for three different scenarios with equal accuracy 

Scenario Accuracy DR FAR Combined 

Scenario 1 0.5 0.99 0.99 −0.245 

Scenario 2 0.5 0.5 0.5 0 

Scenario 3 0.5 0.3 0.3 0.1 

  

 

Looking at the table, one may get confused to select which scenario is better based on 

accuracy because all the three have equal values. For this reason a combined metric was 

introduced by the authors in [1]. As per this metric, third scenario was selected. It is 

important to note that selecting a classifier whose Detection Rate (DR) is just 0.3 was 

selected as better, leaving the first scenario who Detection Rate (DR) is 0.99.   

 

 The proposed new composite metric as presented in equation (43) leads to a better 

direction in selection process of one classifier over the other. Which ever gets the highest 

DAFAR value, will be selected as better one. Table 3 describes the DAFAR calculation in the 

taken three scenarios.  
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Table 3: Performance metrics for three different scenarios with DAFAR Performance 

Metric 

Scenario Accuracy DR FAR Combined DAFAR 

Scenario 1 0.5 0.99 0.99 −0.245 0.745 

Scenario 2 0.5 0.5 0.5 0 0.5 

Scenario 3 0.5 0.3 0.3 0.1 0.4 

 

 

 It is quite obvious to note that based on the proposed new composite metric, the first 

scenario is selected. A total of hundred scenarios are taken in the present research work and 

done the calculation with the primitive, combined and proposed new DAFAR metric to prove 

the efficacy of the proposed method. The detailed explanation with all the results of this work 

is presented by the authors in [32]. Another major adventage with DAFAR as performance 

metric is, it always gives a positive real value between 0 to 1.5, where in the most of the cases 

the value lies between 0.5 to 1 that established a strong correlation with other primitive 

metrics like accuracy and detection rate.  

 

6.  Experimental Results: 

 

 Results of RFE &RFA application on ISCX data set: 

 

Different experiments were carried out on two different feature selection (RFE & 

RFA) approaches with the same SVM classifier. In order to observe the effect of handling the 

payload features in improving the detection accuracy, a crucial experiment was conducted. 

First the data subsets were created in such a way that the subset consists less number of 

examples and more number of features. This is a difficult scenario, butthese experiments 

were carried outto test the overfitting effect. In both RFE & RFA application, the classifier 

underperformed in this scenario. But a slightly better performance is observed with RFA but 

with a narrow margin in the performance that is observed through empirical results, it is hard 

to judge one approach asbetter over the other. But with respect to the selection of 

interdependent feature selection, certainly RFA seems to be superior.Table4 presents the 

performance of SVM with RFE feature selection on ISCX 2012 datasets. Resulted 

performances are presented through different primitive metrics such as Accuracy (ACC), 

Specificity, F-Measure, Detection Rate (DR) and False Alarm Rate (FAR)  
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Results of RFE application on ISCX 2012 Dataset: 

Table 4: Performance metrics of SVM with RFE on the ISCX data sets 

Data Set 

Performance Metrics 

Accuracy Specificity 
F – 

measure 

Detection 

Rate 

False 

Alarm rate 

20 examples 76.60% 72.25% 76.00% 73.36% 47.36% 

40 examples 87.70% 86.98% 88.21% 86.00% 42.58% 

100 examples 88.20% 87.12% 88.20% 86.85% 38.32% 

400 examples 92.01% 90.05% 91.90% 89.54% 29.32% 

800 examples 93.96% 91.25% 92.97% 91.02% 23.85% 

1200 examples 95.66% 93.01% 95.01% 94.42% 20.09% 

 

Results of RFA application on ISCX 2012 Dataset: 

Table 5: Performance metrics of SVM with RFA on the ISCX data sets 

Data Set 

Performance Metrics 

Accuracy Specificity 
F – 

measure 

Detection 

Rate 

False Alarm 

rate 

20 examples 77.60% 74.32% 77.00% 75.82% 48.54% 

40 examples 88.60% 85.65% 88.60% 86.12% 43.65% 

100 examples 88.80% 86.12% 88.70% 88.00% 39.00% 

400 examples 92.90% 90.41% 92.90% 91.02% 30.23% 

800 examples 94.85% 91.98% 93.92% 92.00% 24.26% 

1200 examples 96.12% 93.07% 95.99% 94.75% 19.32% 

 

Table 5 presents the performance of SVM with RFA feature selection on ISCX 2012 

datasets.  It can be observed from the table that six datasets with different sizes are used in 

the experiments. It may be noted from the above two tables that performance is better when 

there aremore number of instances. When there are less examples, performances of SVM 

classification is degraded with both the feature selection (RFE & RFA) approaches. Still it 

seems the results look good because in the present section of experiments number of features 
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have not increased nor decreased. The following graphs give even better picture on the 

performance of classification with the presented two approaches.   

 

Performance of SVM with RFE on ISCX 2012 Dataset: 

 

 

 

 

 

 

 

 

 

Graph 1: Performance metrics of SVM with RFE on the ISCX data sets 
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Graph 2: Accuracy of SVM with RFE on ISCX datasets Graph 3: Accuracy of SVM with RFE on ISCX datasets 

Graph 4: FAR of SVM with RFE on ISCX datasets 

The International journal of analytical and experimental modal analysis

Volume X, Issue XII, December/2018

ISSN NO: 0886-9367

Page No: 205



Performance of SVM with RFA on ISCX2012 Dataset: 

 

 

 

 

 

 

 

 

 

 

 

 

Graph 5: Performance metrics of SVM with RFA on the ISCX data sets 
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Graph 6: Accuracy of SVM with RFA on ISCX datasets Graph 7: Accuracy of SVM with RFA on ISCX datasets 

Graph 8: FAR of SVM with RFA on ISCX datasets 
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Analysis between Trigram and Bigram Techniques - handling long payload features 

 

 

 

 

 

 

 

 

 

 

 

 

Graph 9: Accuracy without encoding, with Bigram, with Trigram 

 

 

 

 

 

 

 

 

 

 

 

 

Graph 10: F-Measure without encoding, with Bigram, with Trigram 

 

An important observation: 

 When there are more number of similar string values in the payload string, Bigram 

slightly performs well, whereas in other cases Trigram performs better. After many number 

of experiments, it is observed that using Trigram scheme leads to better results in 

classification while reducing the computational overhead 
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A composite Performance evaluation metric DAFAR and other metrics: 

 

 

 

 

 

 

 

 

 

 

 

Graph 11: DAFAR and other performance metrics on three scenarios 

 

DAFAR with the multiplication factor Mf of 2, always has its value a positive real numbers 

between 0 to 1 in most of the cases, in exceptional cases the value may go up to a maximum 

extent of 1.5.  

 

 7.   Conclusion & Future Scope: 

 

In this paper, a rigorous study and analysis of the basic concepts in Network Intrusion 

Detection Systems and fundamental concepts in feature selection are presented. The 

theoretical development and mathematical formulations were well explained in this paper.  

The Underlying mathematical bases for the classification algorithms are also presented. A 

new Trigram technique was designed to encode long payload features. Experiments were 

carried out with two major feature selection approaches, Recursive Feature Elimination 

(RFE) and the latest Recursive Feature addition (RFA) on dataset ISCX 2012 by using well 

established SVM classification algorithms. Comparisons are made through the empirical 

results. It is observed that Recursive Feature Elimination (RFE) is performing well while 

handling independent features and Recursive Feature Addition (RFA) is performing well 

while handling the interdependent features. In any NIDS, both independent and 

interdependent features are very important. In this context a new hybrid approach may be 

proposed by optimizing the advantages of both the algorithms, which is left as a future scope 

of this work. An intelligent system may also be developed to choose various methods / 

schemes dynamically based on the task and dataset.  
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